
Production Requests 

Science Software and Production Requests 
Science software is one of the keys to production planning and 
processing: 

• Performs the actual data processing to create desired products. 

•	 Is developed at Science Computing Facilities (SCFs) external to 
ECS. 

•	 Is embodied in Product Generation Executives (PGEs) when the 
software is integrated into the ECS production processing 
environment. 

 PGEs are science software code (e.g., executable programs 
or shell scripts) that contain the instructions for processing 
data to create the desired products. 
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Production Request Continued 

The production request (PR) is another key to production planning and 
processing. The Production Planner defines ECS science data processing in 
terms of PRs. 

•	 A PR is an order for data to be produced by the Data Processing 
Subsystem. 

•	 A single PR may specify several jobs (using the same PGE) that are to 
be run over a period of time or a single job producing a single set of 
data. 

•	 PRs may apply to the processing of new data (standard PRs or 
standing orders) or the reprocessing of existing data (reprocessing 
PRs). 

•	 Each PR identifies a specific PGE for generating a particular type of 
product. 

 Some PGEs are dependent on others; i.e., some PGEs require 
input data that are the output of other PGEs. 

 The planning software will recognize and reject a PR when the PR 
specifies a PGE that requires data from another PGE that has not 
yet been specified in a PR. 
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Production Request Continued 

The Planning Subsystem performs the following functions: 

•	 Uses each PR to generate either one or a series of Data Processing 
Requests (DPRs). 

 Each DPR corresponds to one execution of a single PGE. 

 Each DPR contains the information that is needed by the SDP 
processing function, including PGE-related information. 

•	 Checks the availability of the data required for the DPR, either from 
the Science Data Server (if the data have been previously ingested) or 
from internal predictions (if the data are expected to arrive in the 
future). 

•	 Determines what data will be included in the DPR output so the 
system can make predictions concerning the availability of data for 
subsequent PGEs. 
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Production Request Continued 

This figure  shows the relationships among the PGEs, 
PRs, and DPRs as they are accessed through the 
Production Request Editor GUI. 
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Production Request Continued 

Types of Processing 
ECS either accommodates or will accommodate the 
following four general types of data processing: 

• Routine Processing 
• Reprocessing 
• Ad-Hoc Reprocessing 
• On-Demand Processing 
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Production Rules 

Provides a template for Instrument Teams to describe the relationship(s) 
between the PGEs and the input and output data. These specifications 
cover a variety of issues such as: 

• Basic Temporal specification 
• Advanced Temporal specification 
• Alternate Inputs 
• Optional Inputs 
• Minimum/Maximum Number of Granules 
• Optional DPRs 
• Intermittent Activation -Every nth DPR is activated; all others skipped 
• Metadata Checks-based Conditional PGE activation 
• Metadata Query 
• Data Day 
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Production Rules Continued 

•Spatial Query

•Tiling

•Closest Granule

•Orbital Processing

•PGE Exit Conditions
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Basic Temporal 

Specify temporal range of inputs that matches temporal range of outputs. 

Input Dataset PGE-1 Output Datasets 

Run 24 hourly PGEs 
using the daily input 
granule 

Production Rule Information Needed for PGE Registration: 
• PGE Schedule Type is “Time Scheduled” 
• Boundary and Period of PGE are specified. 

625-CD-616-001 136




“Time Scheduled” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file: 
• Schedule_Type = “Time” 
• Processing_Boundary = <time boundary on which PGE runs> 
• Processing_Period = <interval between PGE runs> 

The Boundary and Period will normally match the expected length and 
start time of the input data for the PGE. For a PGE that runs on 24 hours 
worth of data, the Boundary/Period would be set to: 
Processing_Boundary = “START_OF_DAY” 

• Processing_Period = “DAYS=1” 
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“Time Scheduled” ODL Files and 
Parameters (CONT) 

The following information needs to be filled out in the ESDT metadata file 
(for each ESDT that comes from an external source): 
• Boundary = <time boundary on which data is collected> 
• Period = <interval of data collection> 

Data from an external source is periodic data that is not produced by PGEs 
at the local DAAC. For data that comes in every 2 hours (such as EDOS 
data): 
Processing_Boundary = “START_OF_DAY” 

• Processing_Period = “HOURS=2” 
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Advanced Temporal 

Specify temporal range of inputs with offsets from expected temporal 
range of inputs and outputs. 

Input Dataset PGE-1 Output Datasets 

Run 24 hourly PGEs 
using the daily input 
granule 

Input should be for 
pervious time period 
for extrapolation 

Production Rule Information Needed for PGE Registration: 
• PGE Schedule Type is “Time Scheduled” 
• Boundary and Period of PGE are specified as if Basic Temporal. 
• Offsets are specified for data that is to be retrieved for another time 

period. 
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“Advanced Temporal” ODL Files 
and Parameters 

The following information needs to be filled out in the PGE metadata file for 
each input Data Type (PCF Entry) that is to have a timeframe different from 
the PGEs output: 
• Begin_Period_Offset = <number of seconds to add (+) or subtract (-) from 
the start collection time when requesting data> 
• End_Period_Offset = <number of seconds to add (+) or subtract (-) from 
the end collection time when requesting data> 

If the PGE runs every hour and desires data for the pervious hour and the 
current hour (2 granules): 
• Begin_Period_Offset = -3600 
• Processing_Period =0 
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Alternate Inputs 

Run PGEs with different inputs based on availability 
or quality of various alternate input data sets. 

Required Dataset 

Primary Dataset 

First Alternate 

PGE-1 

< or > 

use after 3 hours if 
primary alternate 
not available 

Output Dataset 

Second Alternate 

< or > 

use after 3 hours if 
primary and 
second alternates 
not available 

ideal Dataset - wait 
up to 3 hours after 
required Datasets 
available 

Production Rule Information Needed for PGE Registration: 
• Schedule Type and corresponding data. 
• Alternate Input Objects for inputs that have alternates. 
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“Alternate Input” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file for 
each Data Type (PCF Entry) that is or has Alternate Inputs: 
• Input_Type = “Primary”

(This is the Primary -- First Choice -- Alternate)

• Input_Type = “Alternate”

(This is for every other Alternate)

• Object = Alternate_Input

•  Category = <name of list of alternates; same for every alternate in the

list>

•  Order = <number indicating which alternate comes first, second,…>

•  Timer = <number of days/hours/seconds to wait for alternate>

•  WaitFor = <should we wait for this alternate; should be false for all but

the last alternate in the list>

•  Temporal = <does this alternate data type have temporal component>

• End Object = Alternate_Input
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Optional Inputs 

Run PGE with specified inputs if available; otherwise run PGE 
without them. 

Requi

Optional Dataset 

PGE-1red Dataset Output Dataset 

wait up to 2 hours after 
required Datasets 
available, then run 
without 

Production Rule Information Needed for PGE Registration: 
• Schedule Type and corresponding data. 
• Optional Input Objects for inputs that are optional. 
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“Optional Input” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file for 
each Data Type (PCF Entry) that is an Optional Input: 
• Input_Type = “Optional” 
• Object = Optional_Input 
•  Category = <name of list of optionals; same for every alternate in the 
list> 
•  Order = <number indicating which optional comes first, second,…> 
•  Timer = <number of days/hours/seconds to wait for optional> 
•  Temporal = <does this optional data type have temporal component> 
• End Object = Optional_Input 
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Metadata-based PGE Activation 

Use metadata of input data set to determine 
whether a given PGE is to be run. 

Input Dataset PGE-1 Output Dataset 

Run PGE if QA flag 
set to acceptable 
value 

Production Rule Information Needed for PGE Registration: 
• Schedule Type and corresponding data. 
• Metadata Checks Objects for inputs to be checked. 
• Metadata Definition objects specifying the type of metadata 

parameter. 
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“Metadata Activation” ODL Files 
and Parameters 

The following information needs to be filled out in the PGE metadata file for 
each input with a metadata check: 
• Object = Metadata_Checks 
•  Parm_Name = <name of metadata parameter to check> 
•  Operator = <operator on parameter value> 
•  Value = <value to be checked against> 
•  Database_Query = <get value from PDPS database; valid values are: 
NONE, ORBIT NUMBER, PATH NUMBER, TILE ID, START DATA DAY END 
DATA DAY> 
• End Object = Metadata_Checks 
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“Metadata Activation” ODL Files 
and Parameters (CONT) 

The following information needs to be filled out in the ESDT metadata file 
for each input with a metadata check: 
• Object = Metadata_Definition 
•  Parm_Name = <name of metadata parameter to check> 
•  Container_Name = <name of container or group that includes metadata 
parameter> 
•  Type = <type of parameter (int, float, string)> 
• End Object = Metadata_Definition 
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Metadata Query 

Use metadata values to further refine the list of inputs acquired for 
the PGE. 

Input Dataset PGE-1 Output Dataset 

Only get inputs where 
metadata is set to 
“day” 

Production Rule Information Needed for PGE Registration: 
• Schedule Type and corresponding data. 
• Metadata Query Objects for inputs to be “refined”. 
• Metadata Definition objects specifying the type of metadata parameter. 
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“Metadata Query” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file for 
each input with a metadata query: 
• Object = Metadata_Query 
•  Parm_Name = <name of metadata parameter to query against> 
•  Operator = <operator on parameter value> 
•  Value = <value to be queried against> 
•  Database_Query = <get value from PDPS database; valid values are: 
NONE, ORBIT NUMBER, PATH NUMBER, TILE ID, START DATA DAY END 
DATA DAY> 
• End Object = Metadata_Query 
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“Metadata Query” ODL Files and 
Parameters (CONT) 

The following information needs to be filled out in the ESDT metadata file 
for each input with a metadata query: 
• Object = Metadata_Definition 
•  Parm_Name = <name of metadata parameter to query> 
•  Container_Name = <name of container or group that includes metadata 
parameter> 
•  Type = <type of parameter (int, float, string)> 
• End Object = Metadata_Definition 
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Intermittent Execution 

Run a PGE every Nth time it is able to be run.

Note this is different than the case of running a monthly average once every

month (which is covered by the basic temporal rule)


run PGE on same data 
set every five days 

DAY 1: 

Dataset 1 QA PGE Output Dataset 

DAY 6: 

Dataset 1 QA PGE Output Dataset 

DAY 11: 

Dataset 1 QA PGE Output Dataset 

Production Rule Information Needed for PGE Registration: 
• None -- this is specified by choices on the Production Request 

Editor. 
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Special Level 0 Processing Needs 
(Orbital Processing) 

Identify and stage proper input Level 0 data to produce 
Instrument Team defined Level 1A granules. 

PGE-1 

Run PGE when an 
orbit’s worth of data 
is available 

EDOS L0 Data Set 

L1A start/stop times 

EDOS L0 Data Set 

1 or more 
L1A Dataset 

Production Rule Information Needed for PGE Registration: 
• PGE Schedule Type is “Orbit Scheduled” 
• Orbit Model ODL file. 
• Path Model ODL file (if path mapping desired). 
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“Orbit Scheduled” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file: 
• Schedule_Type = “Orbit” 
• Processing_Boundary = “Start_Of_Orbit” 
• Processing_Period = “Orbits=X” <where X is an integer value> 

The following information needs to be filled out in the ORBIT metadata file: 
• Platform = <platform of spacecraft> 
• Orbit_Start = <start time of orbit> 
• Orbit_Number = <number of orbit> 
• Path_Number = <number of path (0-233) matching that orbit> 
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Tiling 

Identify and stage proper input data to produce 
Instrument Team defined tiles. 

Tile 1 Dataset 

Tile 2 Dataset 

Tile 3 Dataset 

PGE-1 Output Dataset 

Production Rule Information Needed for PGE Registration: 
• PGE Schedule Type is “Tile Scheduled” 
• Tile ODL file specified. 
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“Tile Scheduled” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file: 
• Schedule_Type = “Tile” 
• Tile_Scheme = <name of tile scheme defined in Tile ODL file> 

The following information needs to be filled out in the Tile metadata file: 
• Tile_Scheme = <name of tile scheme> 

For each tile: 
• Object = Tile 
• Tile_ID = <ID of tile> 
• Tile_Description = <description of the tile> 
• Coordinates = <the coordinates of the four (or more) corners of the tile> 
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Data Day 

Acquire data for a given Data Day. 

PGE-1 Output Dataset 

Only get inputs where 
metadata is set to 
correct data day 

Input Dataset 

pass PGE the Start 
and End Data Day 
values 

Production Rule Information Needed for PGE Registration: 
• PGE Schedule Type is “Time Scheduled” 
• Create PCF Entry for Runtime parameters desired to have Start and 
End Data Day specified. 
• Create Metadata Query object for inputs that are to be requested by 
Data Day. 
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“Data Day” ODL Files and 
Parameters 

The following information needs to be filled out in the PGE metadata file for 
each input that has to be retrieved by Data Day: 
• Object = Metadata_Query 
•  Parm_Name = <Data Day parameter name> 
•  Operator = “>=“ 
•  Value = “0” 
•  Database_Query = “START DATA DAY” 
• End Object = Metadata_Query 
• Object = Metadata_Query 
•  Parm_Name = <Data Day parameter name> 
•  Operator = “<=“ 
•  Value = “0” 
•  Database_Query = “END DATA DAY” 
• End Object = Metadata_Query 
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“Data Day” ODL Files and 
Parameters (CONT) 

The following information needs to be filled out in the PGE metadata file. A 
PCF entry needs to be created for the runtime parameters that will specify 
Start and End Data Day values. The following parameter will allow PDPS to 
populate the runtime parameters with the Start and End Data Days: 
Pge_Parameter_Dynamic_Value = “START DATA DAY” 

or 
• Pge_Parameter_Dynamic_Value = “END DATA DAY” 
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“Data Day” ODL Files and 
Parameters (CONT) 

The following information needs to be filled out in the ESDT metadata file 
for each input acquired by Data Day: 
• Object = Metadata_Definition 
•  Parm_Name = <name of Data Day parameter> 
•  Container_Name = “AdditionalAttributes” (because Data Day is in a 
PSA) 
•  Type = string 
• End Object = Metadata_Definition 
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Final Notes 

• Since the implementation of the Production Rules threads is 
not yet complete, we cannot guarantee that there will not be 
further refinements of the ODL templates. 

• ODL templates can be found online at: 
• http://dmserver.gsfc.nasa.gov/ecsdev/relb/pdps/index.html 
• http://ecsinfo.hitc.com/iteams/iteams.html 

• Detailed Production Rule Information 

Detailed Production Rule Information are covered in depth in 
publication: MODIS Science Data Processing Software Version 
2.0 System Description, SDST-104, dated May 19, 1998. 

Test Scenarios for selected Production Rules can be viewed by 

accessing the SCF at: 
</home/dheroux/DPS/TESTBED/MISR/SSIT/V2/ODL/Scenarios> 
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Science Software and 
Production Requests 

Science software is one of the keys to production planning and 
processing: 

•� Performs the actual data processing to create desired 
products. 

•� Is developed at Science Computing Facilities (SCFs) 
external to ECS. 

•� Is embodied in Product Generation Executives (PGEs) 
when the software is integrated into the ECS production 
processing environment. 

 PGEs are science software code (e.g., executable 
programs or shell scripts) that contain the 
instructions for processing data to create the desired 
products. 
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Science Software and 
Production Requests continued 

The production request (PR) is another key to production planning 
and processing. The Production Planner defines ECS science data 
processing in terms of PRs. 

•� A PR is an order for data to be produced by the Data 
Processing Subsystem. 

•� A single PR may specify several jobs (using the same 
PGE) that are to be run over a period of time or a single 
job producing a single set of data. 

•� PRs may apply to the processing of new data (standard 
PRs or standing orders) or the reprocessing of 
existing data (reprocessing PRs). 
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Science Software and 
Production Requests continued 

•� Each PR identifies a specific PGE for generating a particular type of 
product. 

 Some PGEs are dependent on others; i.e., some PGEs require input 
data that are the output of other PGEs. 

 The planning software will recognize and reject a PR when the PR 
specifies a PGE that requires data from another PGE that has not yet 
been specified in a PR. 
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Science Software and 
Production Requests continued 
The Planning Subsystem performs the following functions: 

•� Uses each PR to generate either one or a series of Data 
Processing Requests (DPRs). 

 Each DPR corresponds to one execution of a single PGE. 

 Each DPR contains the information that is needed by the 
SDP processing function, including PGE-related 
information. 

•� Checks the availability of the data required for the DPR, either 
from the data server (if the data have been previously ingested) 
or from internal predictions (if the data are expected to arrive 
in the future). 

•� Determines what data will be included in the DPR output so the 
system can make predictions concerning the availability of data 
for subsequent PGEs. 

The figure on next slide shows the relationships among the PGEs, PRs, 
and DPRs as they are accessed through the Production Request Editor 
GUI. 
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Science Software and 
Production Requests continued 
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Science Software and 
Production Requests continued 

Types of Processing 

ECS either accommodates or will accommodate the 
following four general types of data processing: 

• Routine Processing 

• Reprocessing 

• Ad-Hoc Reprocessing 

• On-Demand Processing 

Routine processing is pre-defined software production 
processing that is periodic and keyed to data arrival. 
For example, every day a Production Planner includes 
in the daily schedule a DPR for generating a particular 
Level 1A product from the most recent Level 0 data 
from the applicable satellite instrument 
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Science Software and 
Production Requests continued 

Reprocessing typically involves using a new, improved PGE to 
process data that had previously been processed with an older 
version of the PGE.  In such cases reprocessing would be a large
scale operation, especially if several years worth of data were to 
be reprocessed.  Consequently, the Production Planner is likely to 
schedule reprocessing in manageable quantities so the processing 
resources can accommodate routine and on-demand processing in 
addition to the reprocessing. 

In addition, ad-hoc reprocessing could be necessary at any time. 
For example, if a product fails a quality assurance (QA) check, 
the same PGE could be run again on the same data set in the hope 
of creating an acceptable product. Similarly, if processing of a 
PGE fails for some reason, it might be possible to rerun the PGE 
and hopefully achieve a successful outcome. 
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Science Software and 
Production Requests continued 

On-demand processing is ad-hoc processing initiated by either the Planning 
Subsystem or an end-user (as opposed to the Production Planner). For 
example, a researcher using data from the Advanced Spaceborne Thermal 
Emission and Reflection Radiometer (ASTER) instrument on the Terra 
satellite may need a particular Level 2 product that has not yet been 
generated. The ASTER researcher would submit an on-demand request to 
have the product generated from a Level 1B product stored in the archive. 

In the future such on-demand processing requests (OPRs) will be entered 
from a Client Subsystem tool, passed through the Distributed Information 
Manager (Data Management Subsystem) and the Data Server to the Planning 
Subsystem. Currently there is a work-around to the automated process 
which requires the requester to contact DAAC personnel to make the request. 
So far ASTER researchers are the only identified external users of automated 
on-demand processing. 
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DPREP 

Introduction 

This section contains information to run DPREP. 

•  DPREP is made up of three PGE’s each run separately. 

•• The PGE’s are titled Step1 DPREP, Step 2 DPREP and 
Step 3 DPREP. 

•  The input files normally come from INGEST. 

•• These files are depicted in the three step DPREP 
process in the diagram depicting the DPREP Processes. 

•• The output files generated from each of the DPREP 
PGE’s contains Ancillary Attitude, and Ephemeris data 
that becomes new inputs to Instrument PGE’s. 
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DPREP Introduction continued 

•• These Instrument PGE’s will then process its 
satellite data with similar time span files created 
by DPREP. 

•• The DPREP registration process for each of the 
three PGE’s creates in the Science Data Server 
Archive a subscription for each of the DPREP 
PGE’s. 

•  PGE execution then takes place in the PDPS. 

•• The SSI&T effort for DPREP PGE’s is similar in 
effort to what would be required to register any 
other PGE. 
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SSI&T Activity for DPREP 

•  SSI&T Activity for DPREP 

•  The Level Zero datasets are received in 2 hour chunks. 

•• The file processes diagram depicts the minimal time span 
allowable for a DPREP run.  In a normal operation of DPREP, 
a twenty four hour time span would be prepared for. This 
would require additional 2 hour chunks and thus additional 
files of data would need to be registered. 

•• Before the registration process can take place, a number of files 
will have to be updated to  process a block of data for a 
particular time period.  Therefore, DPREP input files will have 
to be identified and various templates for the SSI&T process 
will require annotation. 
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SSI&T Activity for DPREP Cont 

•• The sections that follow in the Training Manual  have been 
highlighted with notations as to what SSI&T process applies in 
the preparation of each template and the function required to 
register each section. 

•• With a particular function identified, other portions of this 
manual can be referred to for more detailed precedures to be 
used to carry out the full SSI&T process. 

•• Whenever new input files are introduced or updated 
executables are re-introduced it is wise to first set up the PGE 
to run from the Command Line. This will determine if what 
has been introduced will run error free. 

•• After a successful Command Line run it is advisable then to 
complete the SSI&T effort to run from the PDPS. Command 
Line Runs include the use the PCF to run from in the Science 
Data Server. PDPS runs include ESDT’s and ODL files to 
generate internal PCF’s. 
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DPREP File Processes 
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DPREP Processes 

DPREP Processes and Procedures

Processes and procedures are provided in the following files on an SGI machine


used to support SSI&T:


•	 DPREP README, HowToCreateDprepTarFile and HowToRunDPREP files 

located at :/usr/ecs/TS1/CUSTOM/data/DPS/ 

• DPREP binary located: :/usr/ecs/TS1/CUSTOM/bin/DPS/ 

DPREP consists of three pges each run separately. 

1 The first step is a ksh script called EcDpPrAm1EdosEphAttDPREP_PGE, 

which serves as a driver for three executables: 

• EcDpPrAm1EdosAncillary 

• EcDpPrAm1EdosEphemerisRepair 

• EcDpPrAm1ToolkitToHdf 

2 The second  step is EcDpPrAm1FddAttitudeDPREP_PGE. 

3 The third step is EcDpPrAm1FddEphemerisDPREP_PGE. 
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Updating the PDPS Database 
and ata Server D

Integration of Science Software with ECS requires that information about 
PGEs be made known to the PDPS in its database. 

• PDPS needs information to plan, schedule, and run science software. 

• PDPS Database and  Data ServerTools are accessible from SSIT 
Manager GUI. 

Tools → PDPS Database 

Tools → Data Server 

→ PCF ODL Template 
→ SSIT Science Metadata Update 
→ SSIT Opnl  Metadata Update 
→ Register Subscription 
→ Insert Static 
→ Insert Test Dynamic 
→ Insert EXE TAR 
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Updating the Orbit Model 

Introduction 
To determine realtime the latest: 

Orbit Start times, Orbit Period, Path Number and Orbit Number, 

•	 PDPS takes in specific information about the orbit of the satellite during 
initial SSI&T. This information then becomes the basis for predictions of 
future orbit start times and numbers. 

•	  Because this value is accurate within a fraction of a second of time, the 
satellite may “drift” or a correction to orbit, known as a “burn”  may have 
been applied. Therefore, the satellite Orbit Start Time can get out of sync 
either +/- with reality. 

•	 The consequences are an elapse in time that will affect the Production 
Request Editor’s ability to find a granule that should match with a DPR, or 
an incorrect Orbit Time could be passed to the PGE. 

•	 The update of Orbit parameters will be done weekly at a specific time with 
scrips specifically written to extract the new Orbit Parameters from the 
most recent DPREP output file. 
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Updating the Orbit Model 
Continued 

• These parameters intern will be inserted manually to the 
ORBIT.ODL file and then the re-registration of the Orbit.ODL file 
into the PDPS by SSI&T personnel. 

• The M&O support Help Desk Team is responsible for knowing 
when changes to Orbit location have taken place from the Flight 
Dynamics Systems (FDS). 

•	 A KnowledgeBase with backup procedures will be maintained by 
M&O for contingencies concerning Orbit Model updates. 

• DPREP processing will be the most likely place to experience a 
failure due to Orbit time sync error encounters. The restoration of 
Orbit parameters with new values from FDS will most likely be 
necessary. The following procedures are provided to bring about an 
updated Orbit Model within ECS. 
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Updating the Orbit Model 
Continued 

Procedures to Update the Orbit Model 
Upon receipt of updated orbit parameters: ORBIT_ NUMBER, 

ORBIT_PERIOD, ORBIT Path Number  and 

ORBIT_START Time. 

Proceed with the following steps. 

1 Telnet or Rlogin to location (ais) system where ODL files are stored. ie; 
“/usr/ecs/OPS/CUSTOM/data/DPS/ODL” 

2 Select the ORBIT.odl that is currently being used. 

3 Using vi, update the following files with the new parameter values 
received: 

• ORBIT_AM1.odl and/or ORBIT_EOSAM1.odl if they both are in 
use. 

4 Have someone double check your entries for accuracy before 
preoceeding to the SSIT Manager for registering the new ODL file in 
the PDPS system. 
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Updating the Orbit Model 
Continued 

5 For Test Data only; determine the Instrument PGE ODL that will be 
updated. MISR, MODIS etc. 

•	 Using vi, update the corresponding PATHMAP_Instrument_.odl file with 
the new parameter values received. 

•	 Ensure that the ABSOLUTE_PATH and MAPPED_PATH parameters 
agree with those in the new ORBIT_XXXX.odl. 

6  SSI&T personnel will execute an Orbit Model Update by running a 
Dummy PGE established for this purpose at each of the DAAC’s. Note: A 
dummy PGE is ran since a normal PGE cannot be re-registered if any 
DPRs exist in the system. 

Notify DAAC Operations Supervisor that the Orbit Model has been 
updated. He will make a log entry of such action taken and may request 
the old computed values and the new replacement values be provided. 
The Supervisor will ensure that the orbital change is within several 
seconds, the expected change and not minutes 
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Updating the PDPS Database 
with ESDT Metadata 

PDPS needs basic information on every type of file associated with PGEs. 

•� Metadata for the PDPS Database is first prepared in Object Definition 
Language (ODL), one ODL file for each ESDT. 

•� Determine Science Data Server ShortName for ESDT corresponding 
to file. 

•� Search ESDT directory for ESDT ODL file. If file exists, there is no 
need to make another one for this ESDT. The file naming convention 
is ESDT_ShortName.odl, where ShortName is the same name used for 
the Science Data Server. 

•� If not, copy the ESDT ODL template from configured area to user 
space. 

• Add required metadata to ODL file via text editor. 
•� ShortName in ODL file must match ShortName of file itself, 

ShortName in ESDT descriptor, and ShortName in PGE metadata ODL 
file. 

• Copy the ESDT ODL file to the ECS configured area. 
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Updating the PDPS Database 
with PGE Metadata 

PDPS needs basic information or metadata on the PGE. 
Order for this Update PGE Metadata Activity: It is recommended that all 
ESDT metadata ODL files associated with the PGE be prepared and put 
into the configured area before this procedure is executed. 

Invoke PCF ODL Template Tool. 

This tool prompts the user for the following information: 
•� Configuration file - use default ConfigFile path and filename for 

DAAC 
•� Process Control File - Path and filename of PCF, default path is 

current 
• PGE Name - Name of PGE associated with PCF 
•� PGE Version - PGEversion, default needs to be determined if not 

known 
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Updating the PDPS Database 
with PGE Metadata cont.) (

Many PCF ODL files can be made on same invocation 
until user quits. 

Program outputs a file with name

PGE_PGEname#PGEversion.tpl.


Go to full path from which SSIT Manager is run and 
change this output “.tpl” filename extension to “.odl” or 
copy template into file with same name and “.odl”. 

•� Edit PGE_PGEname#PGEversion.odl file to add 
metadata. 
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Updating the PDPS Database 
with PGE Metadata cont.) (

Process Steps: 
•� From SSIT Manager select Tools →  PDPS Database →  SSIT 

Science Metadata Update. 

The program prompts for the following information: 
• ConfigFile - use default for path and filename at each DAAC. 
• mode - use default of ops. 
• PGE name - name of PGE that will be registered (user choice). 
• PGE version - PGE version to be registered. 
• Quit out of program. 

For Version 2 the mode corresponds to ops or TS1 PDPS Database. 

625-CD-616-001 183




Updating the PDPS Database 
with Operational Metadata 

Assumption: 
All ESDT metadata ODL files associated with the PGE must already be 
prepared and put into the configured area and the PGE must be registered 
using the Science Metadata Update Tool. 

Process Steps: 
• Invoke the PDPS/SSIT Database Update GUI Tool. 
• Select the PGE name and version. 
•� Select new PGE and Done. PDPS needs basic operational metadata 

on the PGE to plan resources. 
•� Select Profile and enter values in fields under Performance Statistics: 

Wall clock time CPU time 
Max memory used Block input ops 
Block output ops Swaps 
Page faults 
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Updating PDPS with Operational 
Metadata 

Process Steps (cont.): 
•� Select Resource Requirements and enter values: 

Max disk space used during PGE run. 
•� Select Proc. String. Only one should be listed. 

Number of Processors should be 1. 
• Select Apply to update the PDPS database. 
• To start over, use RESET button. 

The performance statistics collected by running the 
PGE under EcDpPrRusage will be used to initialize the 
PDPS database so that the Planning for DPRs can be 
performed. 
The actual values entered can be approximate. 
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Placing Dynamic Data Granules 
on the  Server Science Data

•� A granule of data is the smallest aggregation of data that is 
individually managed and archived in the ECS. When products are 
requested through PDPS, the PGE will be run using the required input 
data granules acquired from the Science Data Server. 

•� Dynamic test data granules are delivered with the PGE for input at 
runtime. 

• Insert of dynamic test data is done by a Science Data Server Program. 
•� DAPs contain MCF templates or samples for output products, not 

input. 
•� PGEs, through the SDP Toolkit, generate target MCFs for each data 

granule produced using the source MCF ODL files delivered with the 
PGE. 

•� The target MCFs produced by the PGE are used by the Data Server to 
insert data products, thus they are called database load ODL files. 

•� SSI&T will have to create target MCFs (database load ODL files) for 
input test data granules since they are not produced by a PGE. 
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Creating a Target MCF for a 
Dynamic Data Granule 

Assumption: All ESDT metadata ODL files associated with the PGE must 
already be prepared and put into the configured area and the PGE must be 
registered using the SSIT Science Metadata Update Tool. 
Process Steps to place dynamic data granules on the Science Data Server: 

•� If a source MCF template is not available for the dynamic data granule, 
then make one by editing a template provided for SSI&T. 

•� Creating a target MCF for dynamic data granule from the source MCF. 
- Go to the directory where the source MCF resides. 
- Invoke SrcToTargetMCF program from command line. 
- Enter source MCF filename (.mcf) and target MCF filename (.met). 
- Edit TargetMCFfilename.met file. 

•� For all Data_Location=“PGE” attribute in Source MCF, enter data 
values. 

•� Date values are provided by Instrument Teams on delivery of the DAP. 
- Data granule start date/time and end date/time must be provided. 

• Save the file. 
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Inserting Dynamic Data Granules 
to the  Server Science Data

Process Steps for inserting Dynamic Data Granules into the Science Data 
Server: 

• Go to the directory where the dynamic data granule resides. 
•� From the SSIT Manager GUI →Tools → Data Server → Insert Test 

Dynamic. 
• The Insert Test Dynamic program will be running. 
• Enter the following information: 

- ConfigFileName - use default. 
- ESDT ShortName - ESDT ShortName corresponding to data 

granule. 
- Filename to Insert - Full path & filename of data granule to be 

inserted. 
- Associated ASCII metadata (target MCF) filename to Insert 

same as above filename but with “.met” extension. 
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Placing Static Data Granules on 
the  Science Data Server 

Static data granules are those whose temporal locality is static over long 
periods of time. Examples are calibration files which change only with a 
new version of the PGE. 
Static test data granules are delivered with some PGEs. 

Source MCFs delivered with PGEs are treated as static data granules. 

• Source MCFs delivered with PGEs can be used from the command line 
to test a PGE, however an MCF will have to be generated from the 
SDSRV for use in full PGE integration. 

Insert of static test data is done by a Data Server Program in SSIT Manager. 

DAPs contain MCF templates only for output products, not for input files. 

PGEs, through the SDP Toolkit, generate target MCFs for each data granule 
produced using the MCF files generated by the SDSRV. 
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Placing Static Data Granules on 
the ce Data Server (cont.) Scien

Target MCFs (database load ODL files) are needed to insert all data 
files, including static data granules, to the Science Data Server. 

SSI&T will have to create target MCFs (database load ODL files) for 
static data granules delivered for SSI&T since they are not 
produced by a PGE. 

A template for static Metadata ODL files is provided for SSI&T. 

The static version has parameters unlike those for dynamic data 
granules. 
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Creating a Metadata ODL File for 
a ata Granule Static D

Assumption: All ESDTs associated with the PGE, including either a single 
ESDT for static type files or an ESDT for each static file,  must already be 
registered. PGE must be registered using Science Metadata Update Tool. 
A template metadata ODL file which can be edited is provided for SSI&T by 
the instrument team. 
Process Steps to place static data granules on the Data Server: 

•� Create a metadata ODL file for a static data granule. 
- Go to the directory where the metadata ODL template resides. 
- Copy StaticODLmet.tpl to the user work directory as filename.met. 
- Edit the filename.met and enter the following information and save: 

ShortName - ESDT ShortName

VersionID - ESDT VersionID

ParameterName - name of static file in

InformationContentContainer

ParameterValue - Cn: C = coefficient file, M = MCF; n = 1,2,...
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Inserting Static Data Granules to 
the ata Server D

Process Steps for inserting Static Data Granules to the Data Server: 
• Go to the directory where the dynamic data granule resides. 
•� From the SSIT Manager GUI →Tools → Data Server → Insert Static 

-The Insert Static program will be running. 
• Enter the following information: 

-Config Filename - use default. 
-Mode - use default mode “ops” 
-ESDT ShortName - ESDT ShortName for data (bucket ESDT). 
-Science Group - Cn: C = coefficient file, M = MCF; n = 1,2,… 
-PGE Name - Name of PGE registered. 
-PGEVersion - PGE version or take default of 1. 
-Filename to Insert - Filename of static data granule to be inserted. 
-Associated ASCII metadata (target MCF) filename to Insert - same 
as the above filename but with “.met” extension. 

•� The static granule will be inserted. The program can run again until 
the user quits. 
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Inserting Science Software 
Executable on the Science Data 

Server 
All science software executables must be inserted on the  Data Server to 
be run by the PDPS. The executable package is called a SSEP or EXE 
Tar. The steps of this procedure involve three activities: 
Assembling a Science Software Executable Package: 

- Make a new directory to hold the contents of the SSEP. 
- Copy all files to go into the SSEP into this directory: PGE 

executables shell scripts, SDP Toolkit message files. 
- Use UNIX tar to make the package 

• Copy over the Target MCF template to filename.met, edit and save: 
- The PGE name is PGEEXE.  Enter PGE version and parameter 

values according to program prompt. 
•� Select from the SSIT Manager GUI:  Tools → Data Server → Insert 

EXE TAR. 
- Enter PGE Name, SSWVersion, SSEPFileName, ExecFileName 
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PGE Planning and Processing 

After the PGE has been linked to the DAAC Version of the SDP 
Toolkit, all associated ESDT and PGE information has been entered 
into the PDPS Database, all operational metadata has been entered, 
and the PGE has been registered, then the PGE is ready to be run in 
PDPS under AutoSys. 
The major steps in the PGE Planning and Processing are the 
following: 

•� Register a subscription for test input and output files (once per 
ESDT). 

•� Using the Production Request Editor, enter processing 
information and submit a Production Request. 

•� Using the Planning Workbench, create a new production plan, 
schedule the processing, activate the plan, and review the 
planning timeline. 

• Monitor production under AutoSys. 
•� Using the QA monitor, acquire and view the test output file from 

the Data Server and examine the Production History File. 
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Registering Subscriptions for 
Test Input and Output Files 

The Data Subscription Management application is used to manage 
the receipt of a subscription notification from the  Data Server. 

Process Steps: 
• Invoke the Subscription Editor from the SSIT Manager. 

• From the SSIT Manager GUI → 
- Tools → Data Server → Register Subscription 

• Register a subscription for each of the input files and output 
product files associated with the PGE. 

625-CD-616-001 195




Using the Production Request 
Editor 

The Production Request Editor is a GUI tool which provides the 
capabilities of submitting a Production Request (PR), looking at 
production requests in the system, and viewing the Data 
Production Requests (DPRs) which have been expanded from the 
original PR. 

It is invoked from the command line as illustrated in two sections of 
the accompanying Training Manual 625, titled: Creating a New 
Production Request and Using the Production Request Editor. 

Only one PR can be submitted at a time by saving a PR file which is 
then known to the Planning, Scheduling and Production System. 
When a PR is submitted, the windows are re-initialized and another 
PR can be submitted. 
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The Production Request Editor 
GUI 

TAB DESCRIPTIONS 
Planning -

Editor 

PR Edit -
Requests. 

PR List 
into the system. 

a selected DPR. 

DPR List 
with a selected PR. 

Displays a list of the four 
capabilities provided by PR 

Define and edit Production 

Displays a list of all PRs entered 

DPR View - Displays detailed information for 

Displays all DPRs associated 
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Using the PR Edit GUI 

Selecting the PR Edit tab at the top of the main Production Editor GUI. 
The following information must be entered on the PR Edit screen: 

• PR Name  - enter as New when PR is being done. 
• Satellite Name - Name of spacecraft. 
•� Instrument Name- Name of Instrument for which data is being 

processed. 
• PGE Name - Name of the PGE registered in the system. 
• PGE Version - Version of the PGE corresponding to PGE name. 
• Originator - Name on Instrument Team or data provider. 
• Priority - Priority to be assigned to this production request. 
• StartDate - Start date for data coverage. 
• StartTime - Start time for data coverage. 
• EndDate - End date for data coverage. 
• EndTime - End time for data coverage. 
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PR Edit GUI 
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Using the PR Edit GUI (2) 

The PGE information is not entered directly into the PR Edit screen. To 
enter the PGE information, a pull down GUI is available by selecting 
“PGE…”. Selecting a PGE from this GUI, enters the related information 
into the PR Edit screen. 

If PGE Parameters are to be examined or changed, a pull down GUI is 
available by selecting “PGE Parameters…”. The new value may be entered 
in the override box in this GUI. 

Entry of a comment is optional. 

When the PR is complete, the “File” tab at the top is selected and a PR 
filename is entered in the “Save As” box. 
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PGE Selection GUI 
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PGE Parameter Mapping GUI 
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PR List GUI 
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DPR List GUI 
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DPR View GUI 

625-CD-616-001 205




Creating a New Production Plan 

telnet to (PDPS) p0pls01 or your PLN Host. Use login ID:, PASSWORD:, 
setenv DISPLAY ….:0.0. setenv <mode>, and source EcCoEnvCsh, then 
follow instructions from Training Manual, Monitoring Production in PDPS 
Subsystem. 
The Planning Workbench is launched to bring up the Planning Workbench 
GUI. The following information is entered: 

• File - set to New.  Plan Name - User name for plan. 
• Status is CANDIDATE until plan is activated. 
• Rollover Time - mm/dd/yy. 
• Comment - Comments are optional. 
• Production Request - Select one from the list of all PRs in the system. 
•� Schedule/Unscheduled - select PR and down arrow  to schedule PR 

from unscheduled list and vice versa to unscheduled. 
• Prioritize - Set priority. 
• File - use “Save As”, to file under user specified PR name. 
• Activate - Select to activate plan and enter date/time. 
• Baseline - Select to create a new baseline plan. 
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Planning Workbench GUI 
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Review a Production Plan 
Timeline 

Launch the Planning Workbench and view the production plans. 

Select the File and Open. 
•� This shows a list of Candidate, Active, and Baseline Production 

Plans. 

Select the desired Production Plan to view. 
• The timeline for the selected Production Plan is displayed. 
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Monitoring Production 

Monitor the PGE executions using AutoSys. 

Process Steps: 
• Launch AutoSys Monitor from the SSIT Manager 
•� Select the DPRs to be displayed in the AutoSys Job Activity Ops 

Console Window. 
• Select HostScape or TimeScape or JobScape for different views. 
• View details of a single DPR. 
• View the existing Event Report on the selected DPR. 
• View processing alarms for a DPR. 
• View job dependencies. 
• Exit the AutoSys Monitor. 
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AutoSys GUI Control Panel 
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AutoXpert HostScape GUI 

HostScape 

File  Edit  View Option 

8:49 osprey 0 Alarm 

Monitor allocate.ceres12aF 

Xpert Engine allocate.ceres1aT 

allocate.ceres2aT 
Freeze Frame 

allocate.ceres4aF 

deallocate.ceres12aF 
ACTIVATED 

STARTING Event Processor 1 
RUNNING 
SUCCESS 

FAILURE 

TERMINATED 

RESTART chamonix 0 Alarm hatteras 0 Alarm 
QUE_WAIT 

ON_ICE execute.ceres2aT 

ON_HOLD execute.ceres4aF 
INACTIVE 

MACHINE UP 

MACHINE DOWN 

Job Console 

Alarm heron 0 Alarm windjammer 0 Alarm 

Current Job Name execute.ceres12aF 
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AutoXpert Timescape GUI 

F ile  E d it  V iew O ptions 

Tim e S ca p e 

1 3  :5 5 
M onito r 

X p  e rt E ng in e 

Fr  ee ze  Fr  am e 

J ob N a m e 

A C TIV A TE D 
S T A R  T IN G  
R U N N IN G  
S U  C C E S S  
F A IL U R E  
T E R M  IN A T  E D 
R E  S T A R  T 
Q U  E _ W A IT 
O N  _ IC E 
O N  _ H O L D 
IN A C T  IV E 

A C T U A L  
P R  O J E C  T E D 

J ob C ons ole 

A lar m 

C ur r ent  J ob N a m e 

13:54  
14:00  

C E  R E  S _ d a ily 
C E R E S _ hourly 

ceres4aF 
a ll ocate .cer es4aF 
s tag e .cer es4aF 
p r ep ar  e.ceres4aF 
execu te .c er es4aF 
d e stag  e. ce res4aF 
d e al lo cate. ceres4aF 

a ll ocate .cer es5aF 
s tag e .cer es5aF 
p r ep ar  e.ceres5aF 
execu te .c er es5aF 
d e stag  e. ce res5aF 
d e al lo cate. ceres5aF 

a ll ocate .cer es6aT 
s tag e .cer es6aT 
p r ep ar  e.ceres6aT 
execu te .c er es6aT 
d e stag  e. ce res6aT 
d e al lo cate. ceres6aT 

ceres9aT F 
a ll ocate .cer es9aT F 
s tag e .cer es9aT F 
p r ep ar  e.ceres9aTF 
execu te .c er es9aT F 
d e stag  e. ce res9aT F 
d e al lo cate. ceres9aT F 

ceres1aT 
a ll ocate .cer es1aT 
s tag e .cer es1aT 
p r ep ar  e.ceres1aT 

execu te .c er es2aT 

d e stag  e. ce res1aT 
d e al lo cate. ceres1aT 

a ll ocate .cer es12aF 
s tag e .cer es12aF 
p r ep ar  e.ceres12aF 
execu te .c er es12aF 
d e stag  e. ce res12aF 
d e al lo cate. ceres12aF 

ceres2aT 
a ll ocate .cer es2aT 
s tag e .cer es2aT 
p r ep ar  e.ceres2aT 

execu te .c er es1aT 

d e stag  e. ce res2aT 
d e al lo cate. ceres2aT 

ceres12aF 

ceres6aT 

ceres5aF 
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AutoXpert JobScape GUI 

ceres_hourly 

ceres_daily 

ceres4aF 

ceres1aT 

allocate.ceres4aF 

stage.ceres4aF 

prepare.ceres4aF 

execute.ceres4aF 

destage.ceres4aF 

deallocate.ceres4aF 

ceres5aF ceres9aTF 

allocate.ceres5aF 

stage.ceres5aF 

allocate.ceres9aTF 

stage.ceres9aTF 

ceres12aF 

allocate.ceres12aF 

stage.ceres12aF 

prepare.ceres12aF 

execute.ceres12aF 

destage.ceres12aF 

deallocate.ceres12aFdeallocate.ceres1aT 

allocate.ceres1aT 

stage.ceres1aT 

prepare.ceres1aT 

execute.ceres1aT 

destage.ceres1aT 

JobScape 

File  Edit View Options 

14:07 
Monitor 

Xpert Engine 

Freeze Frame 

ACTIVATED 
STARTING 
RUNNING 
SUCCESS 
FAILURE 

TERMINATED 
RESTART 
QUE_WAIT 
ON_ICE 
ON_HOLD 
INACTIVE 

Job Console 

Alarm 

Current Job Name 

TRUE 

FALSE 

execute.ceres5aF 
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Post Processing Activities 

Invoke the QA Monitor to view the products and select options. 
•� Select Query data and select or query on ESDT and Duration (time 

range). 
• Select Data Granule(s) to check and select Retrieve Data Granule. 
• Production History Log files from PGEs run within PDPS. 
• Find Data Granule and select Retrieve Production History. 
•� Examine Production History Log for metadata and other 

information. 
• EOSView 

• Select Visualize Data. 
• Select Attributes to examine metadata in HDF headers. 
• Select Table to view data vectors and matrices. 
• If an image file is available, select Visualize. 
•� From the SSIT Manager GUI → Tools →Product Examination→ 

File Comparison → EOSView or IDL. 
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Science Product QA 
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Postprocessing d General 
Investigation 

an

Detection of Science Software Problems and ECS Problems. 

• Examining PGE Log Files 
• 
• Investigate errors in Production History File. 

•� Use File comparison tools, EOSView and IDL to examine data 
product problems . 

•  Examine the PDPS Database with the Web Browser. 

•  Submit problems using DDTS. 
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ECS/PDPS Overview cont. 

SBSRV 
Subscription Server 

Data Server 

SSIT 

Science Software 
Integration and Test 

Queuing 
Server 

Job Management 
Deletion Server 

PLS 
Workstation 

Production Request Editor 
Planning Workbench 

Resource Planning 
Quality Assurance 

PLS 
Server 

Subscription Mgr 
PDPS database 

Subscription 
Notification Insert/ 

Query Query Insert 
Acquire 

PDPS - Planning and Data Processing
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Granule Deletion 

Deleting Granules


Deletion Capability and Features 

Deletion Sequences 

Granule Deletion Procedures: 
• Granule Deletion Client Steps 
• Run SDSRV Deletion Cleanup Utility 

• Delete files from the archive using the STMGT GUI 
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Some Reasons for Granule 
Deletion 

Some Reasons for Granule Deletion 

•	 The Granule Deletion tool allows operators to delete 
products on demand 

•	 New PGE versions have been created and are used to 
reprocess large amounts of past data, creating new 
ESDT versions 

•	 lower-level (e.g., Level 2) products are of little or no 
interest to the science or public user community 

•	 One or more granules were found defective and were 
reprocessed on an individual basis 
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Granule Deletion Capabilities 

Deletion Capability and Features 
The Science Data Server has provided an application 
programming interface (API) for deleting granules 
from the archive, or from both the archive and 
inventory since earlier releases, but the Granule 
Deletion tool adds a front-end command-line utility 
that provides several ways for selecting granules for 
deletion. 
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Granule Deletion Sequence 

Deletion Sequence 

The deletion of granules from the archive involves three 
elements, and therefore actually occurs in stages. Two of 
the elements are scripts that address the Science Data 
Server (SDSRV), and the third is a part of the Storage 
Management (STMGT) Graphical User Interface (GUI). 
For the first stage, a delete script applies deletion checks 
to the selected granules, "logically" deleting from the 
inventory those granules that satisfy the checks.  These 
granules are flagged as 'deleted' and can no longer be 
accessed, but their inventory entries are not yet removed. 
The deletion flag consists of a time stamp recording the 
logical deletion time. 
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Second Stage Sequence 

The second stage is actual deletion from the 
inventory, which occurs when the operations staff 
runs the physical deletion script. The script 
removes all inventory rows for granules that were 
flagged as 'deleted,' and produces the list of the 
granule files that are now eligible for deletion from 
the archive. That list is transferred to the STMGT 
database. The operations staff controls the lag time 
between logical deletion and physical deletion. That 
lag time is entered into the physical deletion script, 
which deletes only inventory entries for granules 
that have been logically deleted prior to that time 
period. 
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Third Stage Sequence 

STMGT provides a GUI screen, as illustrated in Error! 
Reference source not found., that allows the operator to 
initiate the removal from the archive of the files listed its 
deletion table (populated by SDSRV). STMGT creates 
requests to the archive servers to delete files. The STMGT 
GUI can be used to look at the state of the deletion requests. 
Files that are successfully deleted have their associated rows 
removed from the STMGT database table. 

Periodically, as sufficient data removal from the archive 
makes it appropriate, operations may elect to reclaim the 
tape space and recycle archive tapes. The AMASS software 
commands (volcomp, volclean, volformat, volstat) are used 
for that purpose 
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deletion from archive 
STMGT GUI screen for granule
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Using the Granule Deletion 
Client 

Using the Granule Deletion Client, granules can be 
selected for deletion several different ways: 

• ESDT ShortName, Version and granule time coverage 

• ESDT ShortName, Version and granule insert time 
range 

• Separate Input file containing SDSRV Granule IDs 

• Separate Input file containing ShortName, Version, 
and Local Granule ID (Logical Granule ID noted in 
the ticket is referred to in this test as Local Granule 
ID, which is the name of the parameter as it resides in 
the database) 
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Client Steps continued 

Granule Deletion Client Steps 
Workspaces are created and each process is carried 
out for Granule Deletion 

1. Create the following workspaces on the CDE 
Window manager (xterms created below): 

• SDSRV 5 xterms 
• STMGT 7 xterms 
• GUIs 4 xterms 
• Database 2 xterms 

For Further Steps to carryout Granule Deletion, Please 
refer to the 625 SSI&T Training Manual Appendix A. 
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